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Time Series Analysis

• Time Series

• Time Series Analysis
• Classification
• Forecasting
• Abnormal detection
• Query by content
• …

ECG Data

….



Time Domain Frequency Domain
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Deep Models for Time Series Analysis

RNN

LSTM

CNN



Wavelet Decomposition

Original 
sequence

We propose a wavelet-based neural network structure called multilevel Wavelet
Decomposition Network (mWDN) for building frequency-aware deep learning 
models for time series analysis.

Time Series Analysis Best Practice

Multilevel 
Wavelet Decomposition



Multilevel Wavelet Decomposition Network 
(mWDN)

• Difference:
• Weight parameters in mWDN are 

initialized with db4 wavelet basis.
• All other epsilon weight parameters 

initialized with random small value.
• All weight parameters in mWDN can be 

fine-tuned,.
• Build a seamless end-to-end learning 

framework.



Part II：mWDN Framework With Two Model 
Structures for Different Problems

• multi-level Wavelet Decomposition Network（mWDN）

• For classification：Residual Classification Flow 
network（RCF）

• For forecasting：multi-frequency Long Short-Term 
Memory network（mLSTM）



Residual Classification Flow Network (RCF)

• Forward Network

• Residual Learning
Manner



Classification Problem: UCR Dataset

• Test on 40 UCR datasets.
• Competitor models.

• RNN, LSTM
• MLP, FCN, ResNet
• MLP-RCF, FCN-RCF, 

ResNet-RCF
• Wavelet-RCF

• 10 times for each model.
• Evaluation (MPCE):
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Multi-frequency Long Short-Term Memory network 
(mLSTM)

• Using N+1 LSTM 
to forecasts the 
future state of 
one sub-series in 
X(N).

• Fuse the LSTM 
output with a fully 
connected neural 
network.



Forecasting Problem: Wuxi Cell-phone User Data

• Test on real-life WuxiCellPhone
datasets.

• From 20 base stations during 2 
weeks.

• Time granularity is 5 minutes.
• Competitor models.

• SAE
• RNN, LSTM
• wLSTM

• Evaluation.
• MAPE
• RMSE



Varying period lengths

Varying interval lengths

Forecasting Problem: Cell-phone User Number
Forecasting in Wuxi
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We quantify the importance of each middle layer to the final output of the mWDN
based models by estimating the partial derivatives of final prediction to intermediate 
sub-sequence generated by Multilevel Wavelet Decomposition Network.

Importance Analysis

• Define importance of inputs as well as sub-series nodes:

• Importance of a node with respect to a training dataset:



Forecasting: Cell-phone User Number in Wuxi with 
Layer Importance Analysis



Classification: ECG Data of UCR with Layer 
Importance Analysis



Thanks！

Q&A


	幻灯片编号 1
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11
	幻灯片编号 12
	幻灯片编号 13
	幻灯片编号 14
	幻灯片编号 15
	幻灯片编号 16
	幻灯片编号 17
	幻灯片编号 18
	幻灯片编号 19

